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Transfer Learning

https://arxiv.org/abs/1911.02685

https://arxiv.org/abs/1911.02685
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In a nutshell: knowledge transfer
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Definitions

Let's define:

T = Task

D= Domain

s= source

t=target

https://arxiv.org/abs/1802.05934

https://arxiv.org/abs/1802.05934
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Taxonomy

Ts != Tt

Ds != Dt

Ts = Tt
Ds != Dt

Ts != Tt
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Transfer learning

Goal: applying knowledge learned from one task (often a related or even a completely different 

task) to another task

Domains: The source and target domains can be different, but the knowledge learned from the 

source can still be useful in the target. For example, knowledge from object detection in images 

could be applied to facial recognition

Tasks: The tasks in the source and target domains are different, but the features or 

representations learned from the source domain are reused in the target task
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Transfer learning: image classification

Classifying animals Classifying cancer
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Transfer learning: natural language processing

Writing text mimicking the content of 

articles
Answering to questions
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Domain adaptation

Goal: Focusing on adapting a model trained in a source domain to perform well in a different 

but related target domain

Domains: The source and target domains are different, but the task remains the same. The key 

challenge here is adapting the model to work well in the new domain, which has a different data 

distribution than the source domain

Tasks: The task remains the same, but the data distribution is different
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Domain adaptation: object detection

Recognizing a dog Recognizing a dog



11

TORINO linksfoundation.com
COPYRIGHT ©2021 LINKS

Domain adaptation: sentiment analysis

Classyfing sentiment Classyfing sentiment
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Neural networks enable transferability

The inherent weighting scheme of neural network-based models allows transferability

This means that we can either: 

• modify weights to generate a new model

• freeze weights and add another set of weights that are learned on the task and/or domain. The 

combination of the 2 generate a new model

• optimizing parameters
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Which weights and parameters?

W1 W2 W3 W4 W5 W6 W7

Updating potentially all Wi and potentially all Pi

Pi

Pi = learning rate, batch 

size, regularization

techniques

Wi = weights and biases of 

the neural layers

However, the update of all has a cost that is proportional with the dimension of the network
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Transfer learning in operation

Certain portions of the learned model are re-trained for fine-tuning, meaning that we alter the weights of the 

network

The aim is to customize the model for the domain and/or task of analysis
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Domain adaptation in operation

The model remains the same

The aim is to predict unlabelled data given a pool of labelled data from a similar domain
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Application of foundation models

Foundation models are generated from massive data. This feature generates an output that is general 

enough to be utilized in a multitude of domains

This is a peculiar strenght of these models and it largely applied in a domain adaption setting



Thank you for your attention.
Questions?
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