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Transfer Learning
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In a nutshell: knowledge transfer
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Taxonomy

Ts != Tt
Ds != Dt

Ts = Tt

Ds != Dt

Ts != Tt
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Neural networks enable transferability

The inherent weighting scheme of neural network-based models allows transferability

This means that we can either: 

• modify weights to generate a new model

• freeze weights and add another set of weights that are learned on the task and/or domain. The 

combination of the 2 generate a new model
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Transfer learning in operation

Certain portions of the learned model are re-trained for fine-tuning, meaning that we alter the weights of the 

network

The aim is to customize the model for the domain and/or task of analysis
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Domain adaptation in operation

The model remains the same

The aim is to predict unlabelled data given a pool of labelled data from a similar domain
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Application of foundation models

Foundation models are generated from massive data. This feature generates an output that is general 

enough to be utilized in a multitude of domains

This is a peculiar strenght of these models and it largely applied in a domain adaption setting



Thank you for your attention.
Questions?
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