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Foundation models
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Which one to use?
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Foundation models featured by modality

[

Name Paper Modality

BERT Devlin et al., “BERT: Pre-training of Deep Bidirectional Transformers for Language | Language
Understanding” paper

XLNET | Yang et al, “XLNet: Generalized Autoregressive Pretraining for Language Language
Understanding” paper

ResNet | He et al., “Deep Residual Learning for Image Recognition” paper Vision

VIT Dosovitskiy et al., “An Image is Worth 16x16 Words: Transformers for Image Vision
Recognition at Scale” paper

DALL-E | Ramesh et al., “Zero-Shot Text-to-Image Generation” paper Multimodal

CLIP Radford et al., “Learning Transferable Visual Models From Natural Language Multimodal

Supervision” paper

TORINO

Notice: some those currently under study and use
for being considered foundation models
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https://aclanthology.org/N19-1423/
https://papers.nips.cc/paper/2019/hash/dc6a7e655d7e5840e66733e9ee67cc69-Abstract.html
https://www.cv-foundation.org/openaccess/content_cvpr_2016/papers/He_Deep_Residual_Learning_CVPR_2016_paper.pdf
https://arxiv.org/abs/2010.11929
https://arxiv.org/abs/2102.12092
https://arxiv.org/abs/2103.00020

Modality and architecture

modality Language models Vision models Multimodal models
—
neural architecture Transformers Residuals Perceiver

As of today, they are considered state of the art for encoding the
modality of use
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Hub of models
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Hugging Face

It archives

foundation models such as BERT or XLNet
and

task-specific models created by the
community of Hugging face to solve
downstream tasks such as token
classification, object recognition

W GOKDAZIOME W
" linksfoundation.com
s COPYRIGHT ©2021 LINKS

BASEION FOR INNOYATTON


https://huggingface.co/
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Use of BERT for Masking and NER

Check L13 - ADSP - Hugging face.ipynb
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() Token Classification

D Share X%

File Edit View Insert Runtime Tools Help Cannot save changes

= + Code + Text # Copy to Drive + %’?‘:: '- - /' Editing

" .
FI n etl I I I I I I g Of B I R I fo r N I R Q If you're opening this Notebook on colab, you will probably need to install & Transformers and & Datasets. Uncomment the fellowin:

and run it.

{x}

o [ 1 #! pip install datasets transformers segeval

If you're opening this notebook locally, make sure your environment has an install from the last version of those libraries.

To be able to share your maodel with the community and generate results like the one shown in the picture below via the inference API, -
are a few more steps to follow.

First you have to store your authentication token from the Hugging Face website (sign up here if you haven't already!) then execute the
following cell and input your username and password:
v [3] !pip install huggingface_hub
from huggingface hub impcrt notebook_login
notebook_login()

Login successful
Your token has been saved to /root/.huggingface/tokan

Then you need to install Git-LFS. Uncomment the following instructions:

Colab Notebook e e

Make sure your version of Transformers is at least 4.11.0 since the functionality was introduced in that version:

[ 1 import transformers

print(transformers._ version_ )

You can find a script version of this notebaak to fine-tune your model in a distributed fashion using multiple GPUs or TPUs here.

- Fine-tuning a model on a token classification task

In this notebook, we will see how to fine-tune one of the & Transformers model to a token classification task, which is the task of
predicting a label for each token.

DJWidgel inference representing the NER task
The most commeon token classification tasks are:

* NER (Named-entity recognition) Classify the entities in the text (person, organization, location...).
» POS (Part-of-speech tagging) Grammatically classify the tokens (noun, verb, adjective...)
* Chunk (Chunking) Grammatically classify the tokens and group them into "chunks" that go together

‘ We will see how to easily load a dataset for these kinds of tasks and use the Trainer APIto fine-tune a model on it.
TORINO This notebook Is built to run on any token classification task, with any model checkpoint from the Model Hub as long as that model hayjn 1 sfoundation.com
version with a token classification head and a fast tokenizer (check on this table if this is the case). It might just need some small COPYRIGHT ©2021 LINKS

adjustments if you decide to use a different dataset than the ane used here. Depending on you model and the GPU you are using, you r


https://colab.research.google.com/github/huggingface/notebooks/blob/master/examples/token_classification.ipynb#scrollTo=dqDiwKTtIFyw
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Thank you for your attention.

Questions?

0000000 O0OCOO0CO0OO
00000 O0COOOOO
Q0000 OOCOOQOOO0OO
000000 C0COQOOCOCO
Co0oo00000OOQOQOOO
00000 O0OOOQOOOO
oOoo00000QCOOOOO
o000 O0O0OOQOOQOOOO
©0000O0OO0COOQCQOOO

©Oo0o00000O0O0OO0CO0CO
©Oo00000OO0COOOO0OO
000000000000
000000 O0COOOOO
0000000 O0OCOOOO

A S A R A A A A

000000000
000000000
000000000

000000000
ANANAAAAALAN



00000000
000000000
000000000
000000000
000000000

CONTACTS

Giuseppe Rizzo

Program Manager (LINKS Foundation) and
Adjunct Professor (Politecnico di Torino)

giuseppe.rizzo@polito.it
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