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Foundation models

creation use
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Which one to use?

use

?
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Foundation models featured by modality

Name Paper Modality

BERT Devlin et al., “BERT: Pre-training of Deep Bidirectional Transformers for Language 

Understanding” paper

Language

XLNET Yang et al, “XLNet: Generalized Autoregressive Pretraining for Language 

Understanding” paper

Language

ResNet He et al., “Deep Residual Learning for Image Recognition” paper Vision

ViT Dosovitskiy et al., “An Image is Worth 16x16 Words: Transformers for Image 

Recognition at Scale” paper

Vision

DALL-E Ramesh et al., “Zero-Shot Text-to-Image Generation” paper Multimodal

CLIP Radford et al., “Learning Transferable Visual Models From Natural Language 

Supervision” paper

Multimodal

Notice: some those currently under study and use 

for being considered foundation models

https://aclanthology.org/N19-1423/
https://papers.nips.cc/paper/2019/hash/dc6a7e655d7e5840e66733e9ee67cc69-Abstract.html
https://www.cv-foundation.org/openaccess/content_cvpr_2016/papers/He_Deep_Residual_Learning_CVPR_2016_paper.pdf
https://arxiv.org/abs/2010.11929
https://arxiv.org/abs/2102.12092
https://arxiv.org/abs/2103.00020
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Modality and architecture

Language models Vision models Multimodal models

Transformers Residuals Perceiver

modality

neural architecture

As of today, they are considered state of the art for encoding the 

modality of use
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Hub of models

https://huggingface.co

It archives

- foundation models such as BERT or XLNet

and 

- task-specific models created by the 

community of Hugging face to solve 

downstream tasks such as token 

classification, object recognition

https://huggingface.co/
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Use of BERT for Masking and NER

Check L13 - ADSP - Hugging face.ipynb
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Finetuning of BERT for NER

Colab Notebook

https://colab.research.google.com/github/huggingface/notebooks/blob/master/examples/token_classification.ipynb#scrollTo=dqDiwKTtIFyw


Thank you for your attention.
Questions?
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